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Algorithms aim to downplay the human
element, but statistics can blindfold justice

One thing we can all
agree on is that com-
puters and sophisti-
cated algorithms have
enabled us to make

much more rational decisions on
everything from the cost of in-
surance to eligibility for a mort-
gage. An algorithm eliminates hu-
man bias by guaranteeing that ev-
eryone is treated equally.

R i gh t?
Wrong, says a book written by

data scientist Cathy O’Neil and
nominated for a 2016 National
Book Award. It argues the math-
ematical models used to create
these programs not only reflect
the unfairness already found in
society, but their use also then
creates a “feedback loop” that ac-
tually worsens the problem. The
book is called “Weapons of Math
Destruction: How Big Data In-
creases Inequality and Threatens
D e m o c rac y ” (Crown, 2016).

Consider, for example, an algo-
rithm used to screen potential
hires at a company. One factor
that could be used is an appli-
c a n t’s credit score. It is a rea-
sonable factor to consider; after
all, someone who pays her bills on
time is probably more likely to be
punctual and reliable.

The problem, of course, is that
there are lots of good workers
who may experience an economic
crisis that causes them to expe-
rience a decline in their credit
s co re s .

But, since the algorithm
equates bad credit with bad job
performance, the good worker
who has experienced an economic
crisis will be less likely to get a
job. Thus, the economically
strapped good worker being de-
nied a job will be more likely to
fall into poverty. Poverty means
she will have trouble paying new
bills, and her credit score will con-
tinue to fall. In this way, the al-
gorithm has created a feedback
loop that perpetuates a divide in
s o c i e ty.

For an example of this effect in
criminal law, O’Neil discusses an
assessment called the Level of
Service Inventory Revised, com-

monly referred to as the LSI-R. It
is used in many places around the
country, including Illinois. It is a
lengthy questionnaire that prison-
ers are asked to complete. Ac-
cording to the assessment pub-
lisher, the results are then used to
predict “parole outcome, success
in correctional halfway houses, in-
stitutional misconducts, and re-
c i d i v i s m .”

O’Neil notes that it includes a
number of relevant inquiries. For
example, asking “How many prior
convictions have you had?” is
clearly germane to the risk of re-
cidivism. And “What part did
drugs and alcohol play in your
o f fe n s e? ” is information vitally
needed to make treatment deci-
sions.

But O’Neil notes the problem-
atic nature of a question such as
“When was the first time you were
ever involved with the police?”

A prisoner from the suburbs
may very well state that it is the
crime for which he is presently
incarcerated. Yet a young black
male from an urban neighborhood
is statistically more likely to have
been stopped by the police on nu-
merous occasions. (A 2013 study
by the American Civil Liberties
Union showed that in New York,
black and Latino males between
14 and 24 accounted for 40.6 per-
cent of police stops while com-
prising only 4.7 percent of the city

population; more than 90 percent
of those stopped were innocent of
any wrongdoing.)

So if “early involvement with
the police” is a thumb on the al-
go r i t h m’s scale for recidivism,
racial minorities from urban areas
always look like far greater risks.

O’Neil notes similar problems
with a question concerning

whether the prisoner has friends
or relatives with criminal records.

Based on these responses, the
LSI-R score categorizes a prison-
er as a high, medium or low risk
for recidivism. Again, the problem
is that the score creates its own
feedback loop. A prisoner labeled
high-risk is likely to come from a
neighborhood where he, his family,
and his friends have all had in-
volvement with the police. This
will result in the greater likelihood
that he will remain in prison for a
longer period of time surrounded
by other high-risk prisoners.

When he is eventually released
back to his neighborhood, his
criminal record will make it much
harder for him to find a job. Thus
he may decide to commit another

crime. And if he does, in the
words of O’Neil, “the [LSI-R’s] re-
cidivism model can claim another
s u cce s s .” The model itself “con -
tributes to a toxic cycle and helps
to sustain it.” This is why O’Ne i l l
refers to these tools as “We a p o n s
of Math Destruction.”

O’Neil notes that although hu-
man decision-making is flawed, it

does have one great virtue: “It can
evo l ve.” Humans can learn and
adapt and change. But automated
systems and algorithms “s t ay
stuck in time until engineers dive
in to change them.”

An example of this in civil law
appeared in an Oct. 25 report in
The Washington Post. A jury in
Brooklyn found a landlord liable
for lead poisoning that resulted in
a 4-year-old Hispanic boy becom-
ing disabled. The next issue was
to determine damages by using
economic models to estimate what
he would have earned during his
lifetime had he not been disabled.
The boy’s lawyer argued that $3.4
million was proper since his par-
ents were both highly educated
and it could be assumed he would
have a prosperous future.

Yet opposing counsel presented
statistics indicating the percentage
of Hispanics earning a master’s
degree is only around 7 percent.
He therefore argued that the re-
covery should be only $1.5 million.

The trial judge refused to allow
the argument, holding that race
and ethnicity should not be used
in estimating an individual’s fu-
ture prospects because this “re -
inforces the rigid racial and ethnic
barriers that our society strives to
a b o l i s h .”

Equally problematic is that this
use of statistics does not take into
account how current gaps will
change in the future. It locks in
current unfairness. For example,
an estimate in 1970 of the future
earnings of a 20-year-old female
would have underestimated the ac-
tual amount by about 28 percent.

O’Neil realizes that although al-
gorithms are here to stay, we have
to confront their shortcomings:
“Big Data processes codify the
past. They do not invent the fu-
ture. Doing that requires moral
imagination, and that’s something
only humans can provide. We
[must create] Big Data models
that follow our ethical lead. Some-
times that will mean putting fair-
ness ahead of profit.”

The challenge is to ensure that
data never excludes human val-
ues.
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